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Theorem 3.1 (Necessary Optimality Conditions) Let (x*,y*) € R" x R"™ be a point around which
f.h, g are twice continuously differentiable and H, G are twice continuously differentiable around
x*. Ler (x*.¥*) be a local minimax point of Problem (1.1). Assume that the linear independence
constraint qualification holds ar y* for constraint set Y(x*). Then there exists a unique vector
(", %) € R™ x R™ such that

Vo Lix*:y* . pt 4% =0,

h(x*,y") =0, (3.4)

024" Lgx*,y)<0.
For any dy € C-(y*), we have that

(V3 L%y 17, )y, dy) < 0. (3.5)

Assuming Problem (P+) satisfies Jacobian uniqueness conditions at (y*, u*, ) and the Mangasarian-
Fromovitz constraint qualification holds at x* for the constraint set ®, there exists (u*,v*) € R" x

R"™ such that
Vo LGy pt, )+ THx) wr + TGy =0,

H(x*) =0, (3.6)
0<v' LGI")<0.

The set of all (u*,v*) satisfying (3.6), denoted by A(x*), is nonempty compact convex set. Further-
more, for every d, € C(x*) where C(x*) is defined by (3.3),
n
dx, ffl)
3.7)

(u.v)nl:;\)l‘m {( Zu V H’(‘ )+ Z‘ iV Gix")

+ (IV;,.C(.\' ) = NGO KT NG d.dy) 2 0,

where K(x) is defined by (2.6) and N(x) is defined by

V2 L% y(xX)u(x), A(x)
0
T h(x, y(x))
Tg(x, y(x))

N(x) = (3.8)
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